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Abstract— Common treatments in Intensive Care Units fre-
quently involve prolonged sedation. Maintaining adequate se-
dation levels is challenging and prone to errors including:
incorrect dosing, omission/delay in administration and, selecting
a sub-optimal combination of sedatives. In this single-center
retrospective study of 1,346 patients, we use a Deep Q Network
approach to develop a multi-objective sedation management
agent. The agent’s objective was to achieve an adequate level
of patient sedation without moving the patient’s Mean Arterial
Pressure (MAP) outside of a therapeutic range. To achieve
this objective, the agent was allowed to periodically (every
4 hours) recommend how the dose of two commonly used
sedatives (propofol, midazolam) and an opioid (fentanyl) should
be adjusted: increased, decreased, or stay the same. To inform
it’s recommendations, the agent was provided with the patient’s
demographym and periodic measures including: vital signs, and
depth of sedation. To mitigate the potential risk of delirium
and the adverse effects of over sedation, a delirium control
variable was integrated into the agent’s reward function. We
found that Physicians with dosing policies that agreed with our
agent were 29% more likely to maintain the patient’s sedation
in a therapeutic range, compared to those that disagreed with
our agent’s policy.

Clinical relevance— This study utilizes reinforcement learn-
ing to develop a sedation management agent, improving the
ability to maintain target sedation levels by 29% compared to
clinicians’ policy, while considering optimal dosage regimens
and delirium control in the ICU.

I. INTRODUCTION

ICU patients often undergo treatments such as ventilation
and incubation which may result in distressing side effects
including: agitation, delirium, and pain [1]. To manage
these side-effects, many patients require a combination of
analgesic and sedative agents for several days ensure safe
and effective treatment in the ICU [2], [3], [4].

Over- and under-sedation are among the most frequent ad-
verse medication events related to prolonged administration
of sedatives in the ICU [5]. Under-sedation typically results
in untreated pain, which has several secondary consequences
including: immunomodulation, and increased risk of post-
traumatic stress disorder. In contrast, over-sedation results
in longer ICU recovery times, increased risk of ventilator-
associated pneumonia, higher likelihood of long-term brain
dysfunction, increased morbidity and mortality [6], [7], [5],
[1].
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To complicate matters, critically ill patients may have
changes in pharmacokinetics and pharmacodynamic charac-
teristics due to pathophysiological variations or drug interac-
tions, potentially increasing the chance of adverse medication
errors. [3], [4]. Thus, it is particularly important to identify
optimal sedative dosages to ensure patient safety in the ICU.

Sedation management in the ICU has been addressed as
a sequential decision-making problem using reinforcement
learning (RL) techniques. RL offers advantages by con-
sidering long-term outcomes, personalizing treatments, and
operating without explicit mathematical models of biological
systems [8], [9], [10].

Prior works have applied RL algorithms to regulate seda-
tives based on control variables such as bispectral index
(BIS) and mean arterial pressure (MAP) [11], [12], [13],
[14]. Padmanabhan et al. (2015) used a Q-learning RL
algorithm to regulate propofol in simulated ICU patients
[11]. In another work, Yu et al. (2019) applied Fitted Q-
Iteration (FQI) and Bayesian inverse RL on retrospective data
to infer latent reward functions for sedation regulation and
weaning mechanical ventilation [13]. Further advancements
have been made to incorporate both short-term and long-
term treatment goals in RL-based sedation management. Yu
et al. (2020) proposed a Supervised-Actor-Critic (SAC) RL
algorithm that combined supervised learning with RL to
minimize the deviation between the RL agent and clinician
while aiming for effective patient treatment [15]. Eghbali et
al. (2021) developed a deep deterministic policy gradient RL
agent to regulate propofol dosages in a continuous action
space, aiming to maintain adequate sedation levels while
minimizing sedative dosages and considering patient health
conditions [14].

While prior works demonstrate the potential of RL for
sedation management, there remain clear opportunities for
improvement. For instance, none of the prior works we
surveyed account for the multi-objective, multi-action nature
of the sedation management problem; in real clinical settings
sedation management must also be balanced with delirium
management, and the dose of one sedative (e.g. propofol)
must be selected in light of the type and amount of other
sedatives that a patient may be receiving.

Delirium is prevalent in ICU patients, with an estimated
occurrence of 45%-87% [16], [17]. It is associated with in-
creased mortality, cognitive impairment, extended ICU stays,
and prolonged mechanical ventilation[18], [16]. Sedatives
used in ICU protocols can contribute to delirium forma-
tion, prompting clinicians to include delirium screening as
an integral component of active sedative management[1],



[16]. However, the interaction of delirium and sedation is
neglected in studies that address sedation regimens. Most of
the prior works concentrate on the regulation of a common
sedative - propofol - while in real clinical settings, propofol
is rarely used alone; it is typically used in conjunction with
an opioid or other analgesics to manage ICU patients[19].

Our study extends earlier research and addresses the above
limitations by: (1) training an agent to jointly regulate the two
most commonly used sedatives (propofol and midazolam)
along with a widely used opioid (Fentanyl) [20] and (2)
accounting for both the level of sedation (as evaluated by the
Richmond Sedation-Agitation Scale (RASS) [21]) as well as
delirium in our formulation of the agent’s reward function.

II. METHOD

A. Data Collection

All data in this study were sourced from the Medical
Information Mart for Intensive Care (MIMIC-IV) dataset
[22]. MIMIC-IV comprises de-identified clinical data from
patients admitted to a tertiary academic medical center in
Massachusetts, USA. We extracted all patients from MIMIC
who received propofol, midazolam, and fentanyl during their
ICU stay; this resulted in a sample of 1,346 patients. In Table
I, we provide a summary of demographic characteristics for
the patient sample.

B. Data Preparation

Each patient’s ICU stay was divided into four-hour time
windows, starting from the time they first received a seda-
tive until the conclusion of their ICU stay. For each 4-
hour interval of each patient, we extracted the amount of
administered medications (dosages of propofol, midazolam,
and fentanyl) and 18 clinical features based on the sedation
monitoring guidelines by the American Society of Anes-
thesiologists, as well as studies conducted by [23], [15],
[24] . The clinical features included: arterial pH, positive
end-expiratory pressure (PEEP) set, inspired oxygen fraction
(FiO2), arterial oxygen pressure, plateau pressure, average
airway pressure, heart rate, respiratory rate, non-invasive
blood pressure (mean, diastolic), oxygen saturation, mean
arterial pressure (MAP), arterial blood pressure (diastolic),
richmond sedation-agitation scale (RASS), delirium pres-
ence, age, and gender.

We utilized the sample-and-hold interpolation approach to
deal with missing data: for a missing value in a given time
window we kept the value of the previous time window. All

TABLE I
SAMPLE SIZE AND DEMOGRAPHIC CHARACTERISTICS OF THE PATIENT

SAMPLE EXTRACTED FROM MIMIC-IV.

Number of Patients in dataset 1,346
Gender proportion(F/M) 39.9% / 60.1%
Age(Years) Mean±Std 61.9 ± 16.8
ICU length of stay (hrs) Mean±Std 129.6 ± 114

TABLE II
RICHMOND AGITATION–SEDATION SCALE DESCRIPTION AND

PROPORTION OF OUR PATIENT SAMPLE AVAILABLE IN EACH LEVEL

Score Description Proportion of data (%)
4 Combative 0.01
3 Very agitated 0.21
2 Agitated 0.66
1 Restless 3.89
0 Alert and calm 32.86
-1 Drowsy 20.75
-2 Light sedation 14.15
-3 Moderate sedation 10.24
-4 Deep sedation 8.12
-5 Unarousable 9.12

remaining missing values (i.e. those without a predecessor)
were imputed using k-nearest neighbor imputation.

We randomly grouped patients into three sets: training
(60%, 807 patients, 48,764 time windows), validation (20%,
270 patients, 18,023 time windows), and test set (20%,
269 patients, 17,193 time windows). All model development
occured on the training and validation sets. Performance of
the trained models was assessed on the test set.

C. Target Variables

In this sub-section we list the target variables considered by
our reinformance learning agent’s reward function.
Richmond Agitation–Sedation Scale (RASS): The “Rich-
mond Agitation–Sedation Scale” (RASS) was selected as the
target for the level of patient sedation. RASS is a 10-point
scale including four “sedation” levels (-5 to -2 ), one “calm
and alert” level (-1), and five levels of “anxiety or agitation”
(0 to 4). In clinical practice, the goal is to maintain the
sedation between -2 and 0[6], [21]. In Table II, we provide
descriptions and proportions of each RASS level in the data.
Delirium: For each patient, the presence of delirium was
encoded as a binary value where 1 denoted the presence
of delirium. In clinical practice, the goal is to prevent the
occurrence of delirium.
Mean Arterial Pressure (MAP): Sedatives, such as propofol,
can have a detrimental influence on the hemodynamic stabil-
ity of patients. Propofol, in particular, promotes vasodilation,
which lowers MAP. To address this issue in our model,
we utilized MAP as a hemodynamic parameter to refer to
patients’ physiological stability. In clinical practice, the goal
is to keep the MAP in a therapeutic target range.

D. Model

Herein the sedation management problem is formulated
as a Markov Decision Process (MDP) described by the
tuple (S,A, P,R), where st ∈ S represents the set of
measurements that describes a patient status at a given time
step t, at ∈ A is the action and accounts for dosage of
the drugs at time t, P (st+1|st, at) is the probability of
the next state given the current state, and r(st, at) ∈ R
is the observed reward following a transition at time step
t. In each time step, the agent observes the current state
and takes one action among the available set of actions for



which it receives a reward and moves to the next state. We
apply the Deep Q-Network (DQN) [25] algorithm to train
an agent that takes the state and returns the best possible
action which maximizes the sum of rewards in an episode.
Prior research largely used Q-learning as a reinforcement
learning strategy, however, in this work, we employ DQN
which utilizes deep neural networks and a replay of previous
experience to enhance Q-learning algorithm. [25].
State: State st ∈ S at each time step t is an 18-dimensional
vector of measurements describing a patient’s clinical and
demographic metrics (described in data preparation section).
We defined a finite number of states (1000) by clustering all
patient’s time series of states across train data. The Elbow
method was applied to determine the optimal number of
clusters.
Action: We utilized a discrete action space to decide between
three alternative actions for each of the three medications:
raising the dose, reducing the dose, or maintaining the dose.
This pattern resulted in 27 distinct actions.
reward: r(st, at) ∈ R is the observed reward of following
action at at state st. We have defined the reward function
based on three key variables discussed above. For each of
the control parameters we define a maximum score of 1
that can be achieved when the parameter is in the target
range. Therefore, in each timestep the maximum achievable
immediate reward is 3. The Reward function is formulated
below:

rt = rRASS + rMAP + rdelirium (1)

rMAP =
1

1 + e−(MAPt−70)
− 1

1 + e−(MAPt−100)
(2)

rRASS =
1

1 + e−10(RASSt+2)
− 1

1 + e−10(RASSt−0)
(3)

rdelirium =

{
1, if delirium does not occur at timestep t
0, otherwise

(4)

Policy: policy π is a function that maps the patient’s state
to drug doses: a = π(s). In training, the RL agent uses
a sequence of observed state-action pairs (st, at), called a
trajectory (T), to learn the optimal policy π∗ by maximizing
the sum of discounted rewards defined as:

R(T ) = rt+ γrt+1+ γ2rt+2+ γ3rt+3+ . . . + γT rt+T (5)

γ is a discount factor that reflects the relative importance
of immediate and long-term rewards. If γ is close to 0, the
agent merely takes immediate reward into account; if γ is
close to 1, the agent is biased toward longer-term rewards.
In our study, the value of γ was 0.8 and was determined by
experimenting with several values of γ and keeping the value
that maximized the model’s performance on the validation
set.

The DQN algorithm learns the optimal policy π∗ by
estimating the optimal Q-function. The Q-function of a

policy π, Qπ(s, a) estimates the expected return obtained
from state s taking action a and following policy π thereafter.
The highest return that may be achieved starting from state
s, performing an action a, and following the optimal policy
π afterward is known as the optimal Q-function Q∗(s, a).
Q∗(s, a) satisfies bellman equation:

Q∗(s, a) = E[r + γmax
a′

Q∗(s
′
, a

′
)] (6)

We used a neural network composed of three fully con-
nected layers with ReLu activation functions in the first two
layers and a linear activation function in the final layer to
approximate Q∗. We save the collection of < s, a, r, s

′
>

transitions in the replay buffer and update the network
using a batch of transitions sampled from the replay buffer.
Sampling uncorrelated transitions in a batch enhances the
overall stability. Our replay memory capacity was set at
2000 experiences, while our batch size was set to 256. The
model was implemented in Pytorch 1.6.0 and used Adam
optimization. To balance exploration and exploitation, we
used ϵ-greedy approach where we chose a value of 0.001
for ϵ. We ran a total of 25,000 experiments to select hyper-
parameters. For each hyper-parameter mentioned above, we
uniformly sampled values from a random range and validated
the performance on the validation set. The mean obtained
reward during episodes was used as the validation criteria
for choosing the hyper-parameters.

Baseline To evaluate our model, we compared its perfor-
mance to the clinician’s recorded performance in the MIMIC
database making the reasonable assumption that clinical staff
intends to keep patients in a therapeutic condition during
their ICU stay. Therefore, we may use the accuracy of
the clinician to compare against our model. Performance is
defined for each trajectory (hours spent in ICU) as:

P c
i =

duration in which control variable c is in target range
ICU durationi

(7)
where i denotes the ith patient. For each control variable
c ∈ {RASS,Delirium,MAP}, the performance metric
presents the proportion of the total ICU stay hours that
patient i spent in the therapeutic range. For our study, we
specifically examined four types of performance measures:
the Performance error (PE ), root mean square error (RMSE),
the mean performance error (MPE), and the median perfor-
mance error (MDPE)[11]. Performance error is defined as:

PEc
i = (1− P c

i ) (8)

MDPE gives the control bias observed for a single patient
and is computed by:

MDPEc
i = median(PEc

i )× 100 (9)

RMSEc
i is the RMSE for each patient and control variable.

III. RESULTS

Comparison between performance metrics of our model
and that of clinicians are available in Table III. MDPE
and RMSE for our model show that our learned sedation



TABLE III
PERFORMANCE METRICS FOR CONTROL VARIABLES FOLLOWING BOTH CLINICIANS’ POLICY AND TRAINED POLICY

Control Variables
Performance Metrics Delirium RASS MAP

Clinician’s policy Learned policy Clinician’s policy Learned policy Clinician’s policy Learned policy
Mean Performance Error (MPE) 73.09 4.19 29.84 0.45 29.24 5.48
Median Performance Error (MDPE) 81.82 3.39 20 1.3 25.64 0
Root Mean Square error (RMSE) 0.8 0.2 1.1 0.4 33.5 4.2

Fig. 1. Variation in sedation level for a randomly selected patient
during ICU stay following both the clinician’s policy(blue) and learned
policy(green).

management approach results in less occurrences of out-of-
therapeutic levels of sedation than seen among physicians.
As demonstrated in Table III For 99.5% and 95.8% of the
ICU stay, RASS and MAP measure values are in the desired
range. MPE improved by 28.55% in RASS and 23.76% in
MAP compared to the clinicians’ policy.

Figure 1 presents the variation in sedation level for a
randomly selected patient. The green line represents the
sedation level as a consequence of our model’s policy,
whereas the blue line represents the sedation level resulting
from clinician’ policy. The existence of delirium is shown
by * symbol. Highlighted section indicates the therapeutic
range.

IV. DISCUSSION

Patients subjected to intensive interventions in the ICU,
including ventilation and intubation, commonly experience
associated complications, including pain, agitation, and delir-
ium. As a result, there’s a significant demand for prolonged
sedative administration to guarantee the safety of these
treatments. Inadequate sedation can precipitate a host of

challenges, such as increased adverse incidents, diminished
patient outcomes, an extended length of stay in the ICU, and
augmented healthcare costs.

In this work, we developed an RL-based model based
on the DQN algorithm to manage sedation and delirium in
Intensive care units. We adopted RL because it is an effective
framework for identifying the best sedative regimen for
patients with different responses to the same medication and
can learn the best sequence of decisions from retrospective
data.

In the ICU, effective sedation management necessitates the
combination of at least two distinct sedatives and analgesics.
Building on prior research that focused solely on the fre-
quently used sedative, propofol, we incorporated three of the
predominant sedatives and analgesics. This approach aimed
to formulate a more precise sedation strategy, considering
the combined effects of these drugs. The agent was trained
to determine the optimal sedative regimen by monitoring the
patient’s response to medication. To assess patients’ levels of
sedation, we utilized the Richmond Agitation and Sedation
Scale (RASS) as a control variable. To mitigate the adverse
effects of sedatives, we incorporated one of the most critical
hemodynamic parameters, MAP, into the reward function.
This approach gives credit to MAP values within the safe
clinical range, thereby ensuring the patient’s physiological
stability. Compared to clinicians, our Method resulted in
a 29% improvement in maintaining an adequate level of
sedation, indicating the ability of the model to manage seda-
tion. Furthermore, our model is able to control MAP during
94.5% of patients’ length of ICU stay which is a 23.76% im-
provement in comparison to the clinician’s policy. Delirium
management is critical in ICU. Delirium is characterized by
a rapidly changing cognitive state, inattention, disorganized
thinking, and altered awareness. It occurs in up to 87% of
ICU patients during their admission [16]. Sedative treatment
that is administered incorrectly or insufficiently may trigger
delirium or aggravate the symptoms. In practical clinical
settings, sedation management protocols are accompanied
by regular assessment of delirium, which is unaccounted for
in prior works on sedation management. To overcome this
limitation, we incorporated a delirium control variable in the
reward function to prevent patients from developing delirium
and minimizing the negative impact of sedatives. Following
our trained policy, the incidence of delirium in patients will
decrease by 68% , which is a notable improvement compared
to the recorded performance of clinical staff.

Based on the assessments, we infer that our sedation
management agent is an encouraging step toward automating



sedation in the ICU. Yet more work is required to make the
approach presented here effective enough for practical imple-
mentation. Long-term administration of sedatives often leads
to drug habituation, which means a patient’s pharmacological
response may change over the course of therapy. Future
investigations should consider the impact of this habituation,
guiding the direction of our subsequent research.
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